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Abstract: Merdeka Belajar is a new policy initiated by the Ministry of Education, Cul-

ture, Research and Technology. According to him, this policy is a step to change the 

education system in Indonesia so that Human Resources (HR) in Indonesia become 

superior and have a Pancasila Student profile . These policy efforts cannot be separated 

from support and rejection from the community. Various kinds of support and rejection 

efforts from the public regarding the new policy were expressed on social media, one 

of which was Twitter . This research aims to determine the level of accuracy, precision 

and recall using the Multivariate Bernoulli algorithm with extra TF -IDF features. The 

highest accuracy result was 81.83%, in follow precision of 74.24%, and recall of 

84.48%. Average performance on 10- Fold Cross Validation provided by Confusion 

Matrix with accuracy values of 78.00%, precision 73.73%, and recall 81.09%, as well 

as obtaining 1,092 correctly classified data results and 308 data were classified incor-

rectly 

Keywords: Twitter, Merdeka Belajar, Sentiment Analysis, TF-IDF, Multivariate        

Bernoulli 

INTRODUCTION 

The Ministry of Education, Culture, Research and Technology launched a new policy, namely Merdeka 

Belajar, according to him, this policy is a step to change the education system in Indonesia so that human 

resources (HR) in Indonesia are superior and have a Pancasila Student profile. This policy cannot be separated 

from support and rejection from the community. This support and rejection is often called sentiment. 

Sentiment analysis is a process of analyzing a person's opinions, emotions and feelings expressed 

through text and processing data from unstructured to structured data. In its application, the sentiment analysis 

process will produce negative, positive and neutral output (Nugroho et al., 2021). To find out whether the 

comments fall into positive, negative or neutral comments, a classification process will be applied. 

Various methods applied in sentiment analysis classification have different accuracy values. From the 

classification process, accuracy results will be obtained from processing using the method applied. Several 

types of methods that are often applied, one of which is Multivariate Benoulli , where this method calculates 

each test data with the probability value of each word in each class. Calculation of probability in the 

Multivariate Bernoull i model using data containing words rather than the frequency of word occurrence 

(Karunia et al., 2017). 

The aim of this research is to determine the results of accuracy, precision and recall using the 

Multivariate Bernoulli method with TF-IDF feature extraction. TF-IDF is the process of changing words into 

numerical form. This process is used to measure how far the words in a document are related by giving a 

value to each word. TF-IDF is a combination of two concepts, namely TF is the number of words that appear 

in a document and IDF is the frequency of words that appear in a document (Deolika et al., 2019). 

Previous research conducted by Widyawati and Susanto in 2020 discussed the performance 

comparison between the Multivariate Bernoulli algorithm and Multinomial Naïve Bayes , the scenario applied 

was the influence of the use of text preprocessing ( stemming ) on the accuracy results and the time required 

in the classification process. The results of this research were that the highest accuracy was obtained by 
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applying the Bernoulli Naïve Bayes non stemming method of 71.33% and the fastest time in the classification 

process was applying the Multinomial Naïve Bayes non stemming method , namely with a processing time of 

0.12 seconds. Then research conducted by Karunia in 2017 discussed online news classification using the 

Naïve Bayes Classifier with Mutual Information feature selection . The best results from this method are 

accuracy 80%, precision 94.28%, recall 79.68% and f-measure 85.08% for Multivariate Bernoulli without 

feature selection. Then the best results from the classification model with feature selection were achieved in 

the Multivariate Bernoulli model with an accuracy of 70%, precision 89.11%, recall 69.76% and f-measure 

78.04% with a word efficiency level of up to 52% than before, using selection feature. Meanwhile, the results 

of Multinomial Naïve Bayes without feature selection are accuracy 41.67%, precision 75.68%, recall 41.90% 

and f-measure 48.13%, for the results of the Multinomial Naïve Bayes model with feature selection 10% 

accuracy , 33, 33% precision , 9.40% recall and 14.35% f-measure . However, in this research the data 

preprocessing techniques used were only cleansing, case folding, stopword removal, stemming, and 

tokenizing, where in a sentence there were writing errors ( typos ) and non-standard words which could not 

be overcome by some of these preprocessing text techniques . Therefore, the novelty presented in this 

research applies the Normalization text preprocessing technique to change writing errors ( typos ) and non-

standard words, with the hope of increasing accuracy results that are higher compared to previous research. 

 

METHOD 

Research on tweet sentiment analysis Regarding the independent learning curriculum policy using the 

Multivariate B Bernoulli algorithm , there are several important steps that must be taken, namely starting 

from collecting tweet data using crawling techniques, then labeling the data, then the data is processed at the 

preprocessing stage , word weighting using TF-IDF feature extraction, then the stage of validation and im-

plementation of the Multivariate Bernoulli algorithm . In general, an overview of the steps in this research 

can be seen in Figure 1 below : 

 

Figure 1. Research Stages 

Data collection 

Data collection was carried out using the crawling technique. Crawling is a data collection process 

carried out by retrieving data via Twitter social media with data crawling techniques using the Twitter API ( 

Application Programming Interface ). The data retrieval process uses the Python programming language. The 

data collection process uses the keyword "independent learning". The data collected was 1400 data taken in 

June - August 2022. Labeling was done manually and validated by a linguist. 

Text Preprocessing 

Preprocessing Text is an important step to prepare data in the form of text so that it is ready for 

processing at the next stage. The stages that will be carried out are as follows: 

a. Cleansing 
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This process will delete words that are unimportant or have no meaning in a sentence, such as 

punctuation, symbols, hashtags, URLs, etc. With the aim of minimizing the occurrence of noise 

during processing (Saraswati & Riminarsih, 2020) .  

b. Case Folding 

This process will change uppercase letters to lowercase in a sentence so that the text to be processed 

has the same letters (Haditira et al., 2022) . 

c. Stopword Removal 

This process will remove conjunctions contained in a sentence which are considered to have no 

meaning or meaning in a sentence such as: or, in, to, and, etc. (Haditira et al., 2022) . 

d. Stemming 

This process will involve changing words that add at the beginning of a word or at the end of a word 

as well as at the beginning and end of a word so that it becomes a basic word such as: "serve" becomes 

"servant", "feel" becomes "rasa", "calculate" becomes "count", and so on (Saraswati & Riminarsih, 

2020) . 

e. Normalization 

This process will change non-standard words into standard words, change abbreviations into proper 

words, change words with misspellings or typos, change slang or what is usually called a word that 

is not included in the Big Indonesian Dictionary (KBBI) (Ivan & Adikara, 2019) . 

f.   Tokenizing 

This process will separate each word in a sentence so that it becomes a word arrangement (Nurhuda 

et al., 2016) . 

 

Term Frequency-Inverse Document Frequency ) Feature Extraction 

Term Frequency-Inverse Document Frequency (TF-IDF) is a technique for weighting each word ( term ) in 

a document that has undergone preprocessing. 

 

W𝑡𝑓𝑡,𝑑  = {
1 + 𝑙𝑜𝑔10𝑡𝑓𝑡,𝑑, 𝑖𝑓 𝑡𝑓𝑡,𝑑 > 0

0,                        𝑖𝑓 𝑡𝑓𝑡,𝑑 = 0
         (1) 

𝑖𝑑𝑓𝑡 =  𝑙𝑜𝑔10
𝑁

𝑑𝑓𝑡
              (2) 

𝑊𝑡,𝑑 =  𝑊𝑡𝑓𝑡,𝑑 . 𝑖𝑑𝑓𝑡             (3) 

 

K-Fold Cross Validation 

K-Fold Cross Validation process is by dividing the data set into several parts consisting of training data 

and testing data . In this study, 4 types were used K-Fold . 

1. 2- Fold Cross Validation 

2- Fold Cross Validation is data divided into 2 equal parts, each part has a total of 700 data. 

𝑏𝑎𝑛𝑦𝑎𝑘 𝑑𝑎𝑡𝑎

𝑘 𝑓𝑜𝑙𝑑
=

1400

2
= 700 

So 700 data will be used as testing data and the rest will be used as training data . 

 

 

2. 5- Fold Cross Validation 

5- Fold Cross Validation is data divided into 5 equal parts, each part has a total of 280 data. 

𝑏𝑎𝑛𝑦𝑎𝑘 𝑑𝑎𝑡𝑎

𝑘 𝑓𝑜𝑙𝑑
=

1400

5
= 280 

So 280 data will be used as testing data and the rest will be used as training data . 

3. 7- Fold Cross Validation 
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7- Fold Cross Validation is data divided into 7 equal parts so that each part has a total of 200 data. 

𝑏𝑎𝑛𝑦𝑎𝑘 𝑑𝑎𝑡𝑎

𝑘 𝑓𝑜𝑙𝑑
=

1400

7
= 200 

So 200 data will be used as testing data and the rest will be used as training data . 

4. 10- Fold Cross Validation 

10- Fold Cross Validation is data will divided into 10 equal parts so that each part has a total of 

140 data. 

𝑏𝑎𝑛𝑦𝑎𝑘 𝑑𝑎𝑡𝑎

𝑘 𝑓𝑜𝑙𝑑
=

1400

10
= 140 

So 140 data will be used as testing data and the rest will be used as training data . 

Multivariate Bernoulli Implementation 

Multivariate Bernoulli calculates each test data with the probability value of each word in each class. 

Calculation of probability in the Multivariate Bernoulli model using data containing the word t (Tct) rather 

than the frequency of occurrence of the word t . Bernoulli model using the amount of training data for each 

class (Tc) and the number of classes ∑c. According to (Karunia et al., 2017) the probability of each word is 

calculated using the equation: 

𝑃(𝑓𝑘|𝑐) =
𝑇𝑐𝑡+1

𝑇𝑐+ ∑ 𝑐
             (4) 

After the probability of each word is obtained, the value of the inverse product for each probability of 

the word in the training data other than the word in the test data is calculated. Next, look for words in the 

training data d that are independent of the words in the test data f. From these words, the probability value of 

the word is then taken (in this case given the symbol P(fk'|c)) and the number of words (M). The probability 

value of a sentence for a class is calculated using the equation 

𝑃(𝑐|𝑑) = 𝑃(𝑐) ∏ 𝑃(𝑓𝑘|𝑐) 𝑥𝑁
𝑖=1 ∏ (1 − 𝑃(𝑓𝑘′|𝑐))𝑀

𝑖=1       (5) 

 

RESULTS AND DISCUSSION 

The following are the accuracy, precision and recall values obtained in fold cross validation for each 

fold . The classification technique used in all tests uses the Multivariate Bernoulli algorithm. 

Table 1. Accuracy, precision and recall results 

K-Fold Cross Test Steps accuracy precision recalls 

2- Fold Test Step 1 76.14% 74.21% 73.52% 

Test Step 2 75.86% 72.67% 75.62% 

Average 76.00% 73.44% 74.57% 

5- Fold Test Step 1 79.29% 76.81% 80.30% 

Test Step 2 78.93% 73.61% 83.46% 

Test Step 3 74.64% 69.23% 78.57% 

Test Step 4 77.50% 71.43% 79.17% 

Test Step 5 79.29% 77.86% 80.15% 

Average 77.93% 73.79% 80.33% 

7- Fold Test Step 1 81.00% 77.45% 84.04% 

Test Step 2 79.00% 75.96% 82.29% 

Test Step 3 79.50% 74.49% 82.02% 

Test Step 4 72.00% 64.29% 81.82% 

Test Step 5 78.00% 75.28% 75.28% 

Test Step 6 75.50% 67.92% 82.76% 
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K-Fold Cross Test Steps accuracy precision recalls 

Test Step 7 79.50% 78.79% 79.59% 

Average 77.79% 73.45% 81.12% 

10- Fold Test Step 1 81.43% 74.24% 84.48% 

Test Step 2 80.71% 82.19% 81.08% 

Test Step 3 77.14% 72.37% 83.33% 

Test Step 4 79.29% 72.86% 83.61% 

Test Step 5 74.29% 67.57% 80.65% 

Test Step 6 77.86% 74.63% 78.12% 

Test Step 7 77.14% 68.57% 82.76% 

Test Step 8 77.86% 73.13% 79.03% 

Test Step 9 75.00% 68.42% 82.54% 

Test Step 10 79.29% 83.33% 75.34% 

Average 78.00% 73.73% 81.09% 

Based on the results recap accuracy , precision and recall in Table 1, the highest accuracy with a value 

of 81.43% was obtained on the 10th Fold in test Step 1. On the 10th Fold in Test Step 1 , the precision value 

was 74.24%, and the recall was 84.48 %. Then the lowest accuracy with a value of 72.00% was obtained on 

the 7th Fold in test Step 4. On the 7th Fold in test Step 4, the precision value was 64.29%, and the recall was 

81.82%. Average performance on the 10th Fold Cross Validation with accuracy values of 78.00%, precision 

73.73%, and recall 81.09%. 

Evaluation of the performance of the classification process is measured using the Confusion Matrix to 

see the accuracy of Multivariate Bernoulli in classifying data in each class to be classified. The following is 

one of the Confusion Matrix on the 10th Fold. Test step 1 can be seen in Table 2. 

Table 2. Confusion Matrix Fold -10 Test steps 1 

 
Actual Positive (+) Actual Negative (-) Amount 

Prediction (+) 49 9 58 

Prediction (-) 17 65 82 

Amount 66 74 140 

In Table 2 it can be seen that Multivariate Bernoulli on Fold -10 Test step 1 there are 66 data that are 

predicted to be positive and 74 data that are predicted to be negative. However, of the 66 data, there was a 

prediction error of 17 data, of which 17 data should be in the positive class. For the 74 data that were predicted 

to be negative, there were 9 data that were predicted incorrectly, where the data should have been in the 

negative class. Therefore, the number of data that was classified correctly was 114 and 26 data were classified 

incorrectly. 

Overall results of the K-Fold Cross Validation experiment using the Multivariate algorithm Bernoulli 

can say that the comparison of the amount of training data with test data affects the accuracy , precision and 

recall results . The more training data used, the higher the accuracy results obtained. In this research, the 

amount of training data on 10- Fold was 1,260 and the test data was 140 data. The accuracy results obtained 

increased by 1.43% compared to previous research. 

 

CONCLUSION 

The aim of the research is to determine the accuracy, precision and recall of the independent learning 

curriculum policy using the Multivariate Bernoulli algorithm. The results of experimentation and validation 

using the K-Fold Cross Validation technique by adding text preprocessing Normalization obtained the 

highest accuracy with a value of 81.43%, followed by a precision value of 74.24%, and a recall of 84.48%. 
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Average performance on the 10th fold cross validation provided by Confusion Matrix with accuracy values 

of 78.00%, precision 73.73%, and recall 81.09%, as well as obtaining correctly classified data results of 1,092 

data and 308 data was classified incorrectly in 10- fold cross validation . Based on these results, the 

Multivariate Bernoulli Algorithm can be used for sentiment analysis of the independent learning curriculum 

policy, and has good performance in carrying out the classification process. 
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